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Abstract

We propose a method that performs dense motiasifization
integrated with particle filter tracking for monitog whether
the viewer is involved in the screened contemiar We first
perform the color based particle filtering thatlelea us tracking
head of the user through the video sequence.ftillmved by
optical flow estimation via SIFT flow applied onethracked
regions. Finally the features extracted basechenviewer head
rotation and location are fed into the randonedoclassifier to
report the involvement level of the tracked person.

It is shown that the used probabilistic motiestimation
model with the support of tracking significantlydrees the
computational complexity while it
performance with the state-of-the-art methods. pheposed
scheme allows online monitoring the viewer therefoan be

integrated to the interactive multimedia systems

1. Introduction

Head rotation estimation is used for severdiagions, such
as human-computer interaction, controlling safetydoving,
device control with head movement etc. In practibe, head
movement estimation is a challenging task due ¢odifficulty
to guarantee robustness to illumination changesenobussy
background. and occlusion. In the literature tregeea number
of methods proposed for head movement estimatianetmploy
expensive sensors located in complicated measutesetups
thus are mostly discomfortable for users [refThe advantage
of the proposed method is we use a web cameraangimple
setting

In [1] authors present a head pose estimatistesn with
head region detection, face detection and feattaeking by
using kinect and web camera together. In this weskimation
is employs a 3D head model which represents of head sh
and the relationship between the 2-D images and rBeldel.
The disadvantages of this method is high compmurtati
complexity In [2], dense Scale Invariant Feature Transfo
(SIFT) descriptors extracted from the detected facgons are
used as representative features and
classification is performed by Support Vector Maeh{SVM)
classifier
significantly increases the size of input data, erf@rming
supervised training of the video wiith the methadsented in
[2] is not feasible.

In [3] by using a single RGB camera to measure engageme

level of TV viewers, first the head location is esjied by
Viola-Jones face detectoand then  facialpoints like eyes,
nose and mouth are extracted as representativeirdsat
Obviously the proposed method relies on the perdoce of

Viola Jones detector and in our previous work [4p w

experienced that it fails especially under selfhosion.

provides compdeab

We propose a method for classification of itnelvement
level of viewer based on the head rotation. Fis purpose,
first the head location is determined (region a¢iast-ROI) via
particle filter tracking [5] . This is followed bgstimation of 2-
D motion vectors within ROI via SIFT flow algorithproposed
in [6]. head location features, which are obtainé tracking
and motion features are integrated to increaseatoeracy of
involvement level classification. Test results adpd at Section
3 illustrate that classification integration incsea the accuracy
of involvement level from %66 to %72.1t is also shothat the
color based particle filter tracking improves rotmess to
occlusion.

The paper is organized as follows. Section egithe
theoretical background including is the SIFT fleatimation
and color based particle filter tracking. Sectiopré@sents the
proposed motion and location features that integréd classify
the head rotation. Test results are reported atid®ed and
finally, conclusions are presented in section 5.

2. Background

In this paper, main idea is integrating head larafeatures and
motion features to increase overall performance.hBo¢ad

location and motion features are calculated andssiflad

separately. Color based patrticle filter trackingoaillpm is used
for tracking head in order to obtain head locatioiormation.

SIFT flow is used as a dense motion estimatioaréhgm.

2.1 Color Based Particle Filter Tracking

Particle filter based color trackers [5] havevyed that very
robust and efficient for especially non-linear arah-Gaussian
estimation problems. They have superior performdocethe
non-rigid targets and open-world cases, whose appea

a%ﬁange over time. Trackers are based on determisisarch of
a candidate window whose color
fredefined target histogram model. The similaritgtween
histograms is defined by Bhattacharya distance hisdmetric

r

the head orotatised for updating the priori distribution calcuthtédy the

particle filter. Then, the mean of particle is found and plotted as
Since the high dimensional SIFT VEtO 5 rectanale like

» in the Fig. 1.

Fig. 1. Tracking results obtained by the color based fartic
filtering on video frames including self-occlusian.

histogram matches a



Viola-Jones face detector [7] is another welbkm method
for finding faces at each frame in the video segadrowever it
heavily depends on head orientation and pose dattee In fig.
1, the head starts to rotate from center to left emlor based
particle filter still continues to tracking but \&@Jones can't
find the face in these frames. Color based parfiltés tracking
has superior performance in terms of velocity amdifig
location of the face compared to Viola-Jones atbariif the
pose of the head changes frequently in the vidgaesee. This
is why we track the region of interest (ROI) by [t filtering
in this work.

2.2 MAP Estimation of Motion

In this work, probabilistic optical flow method seferred as
a motion estimation method.

Image intensity can be written function of timed position:
f(x,y,t). According toclassical gradient based optical flaetal
derivative of thd(x,y,t) must be zero.
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In eq 1, f, and f; represent derivatives éfwith respect to
x,yandt andv represent flow vector.

Optical flow assumes that image intensity chargecause of
translation of local image intensity and lightingrmise has no
effects in terms of image intensity [9]. For sabutiof eq 1,
squared error function is written as eq 2.

Ew)=[(fef) v+ fil @)

To compute flow vector, we take the gradient (with respect

tov) and equal to 0 (eq 3).
VEW) = (f ffys fufy F)v+ (e fifo" =0

As we can se€fy fufy fafy f}"] is a singular matrix
(determinant is zero). So, it can’t be solved diyedn order to
eliminate this problem researchers offered differsaolution.
But as mention before gradiant based optical floworgs
intensity changing based tighting or noise.

Probabilistic based optical flow allows thiscertainties to be
represented in computations [9]. Aim of this waskd compute
an expression for the conditional probability ofe timage
velocity based on image gradiefy §, f;). It is shown ineq 4.
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MAP solution of this conditional probabilityives flow
vectorv. It can be shown as eq 5.

e =argmaxy(P(flv.f).P(v)) ®)

For the prior distribution F), a zero-mean Gaussian with
covariance'l!;| is choosen [9]. To compute this probability in eq

4, eq 1 can be used with some additive gaussiasengandn,
(eq 6).

(fefy) Lv—n)+ fr=ng n~N(04) (6)

According to eq 5 and eq 6, energy functiom lca written in
different ways for probabilistic based motion estiion
algorithms. In our method, SIFT flow motion estimoat
algorithm is prefered and explained briefly in thext section.

2.3 Dense Motion Estimation by SIFT Flow

Head rotation estimation is a 3D motion estioratproblem.
But in this study, a method for estimating the headgtion
vector from a 2D face image is presented. SIFT Flawposed
in [6], is an algorithm for estimating motion vectoom video
sequence. At each video frame, SIFT image is aleata
method which is similar to classical SIFTsiblg SIFT Flow as a
2D motion estimation method, helps to improve panfance of
the algorithm and reduce the computational complexi

SIFT flow is a probabilistic method which is @geed similar
to optical flow [8]. Unlike optical flow, SIFT flonalgorithm
uses SIFT image not RGB image and SIFT flow is prete
since it is more powerful and robust (Fig 2). Thss the
contribution of probabilistic methods which are gwuoe useful
extensions of the standard quadratic gradient tquks for
computing optical flow, including an automatic gadontrol
mechanism, and the incorporation of a prior biashenflow. It
provides (two-dimensional) flow vector confidenoéormation,
allowing later stages of processing to weight theie of the
vectors accordingly, and it provides a framework fiooperly
combining flow information with probabilistic inforation from
other sources [9].
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Fig. 2. (first row)RGB images; pan and tilt = 0° (left), p<rb®
and tilt=0° (right); (second row) Reconstructed iesgrom
SIFT flow vector (left), from Horn and Schunck aati flow

vector (right)

.

Energy function was designed similar to thabjptical flow to
estimate SIFT flow. With the difference of opticbw, an
additional term was added. The energy functiorSi&iT flow is
shown ineq 7.

E(w) = Lymin (||5(i) — s + w(i)l].0) +
Emlu] + v @) +
E[L_ijss min(e|w(i) — ‘HFI:,I’:IL d) + min [R‘| v(i) — v(j) I d)

)

In eq 7,i(x,y) is the grid coordinate of the image. In this
algorithm if the grid space parameter is chosenla$ is
corresponding pixels of the image. In equatiom(@=[u(i),v(i)]
is a flow vector inp. Besidess; ands, represent SIFT images



which are nxmx128 dimension for nxmx3 RGB imagandd
are threshold whilf and« are coefficients of equation.

First term of Eq 7, ‘data term’, constrains ti&FT
descriptors to be matched with the flow vector ®ecterm,
‘small displacement term’ constrains the flow vestto be as
small as possible. Third term, ‘smoothness ternmist@ins the
flow vectors in of neighbor pixels to be similar].[6 is
neighborhood parameter and chosen as 4 (four neiglylstem)
in this work.

The optimum solution of energy function in Eq Taled flow
vectors V. Belief propagation algorithm is used to optimingl a
get flow vector from energy function[6].

3. Integration of Location and M otion Features

SIFT Flow motion estimation, with the differenoé optical
flow, is using SIFT images (fig 3) to estimate flewector. Each
pixel is represented with 128-D SIFT descriptoiSifFT image
[6]. Using SIFT image for estimation gives robustagainst to
lighting and noise without increasing complexitydamun-time
of the algorithm.

Fig. 3. (left) RGB image; (right) SIFT image (128D image
reduce 3D by using PCA to representation)

The color based particle filter tracking enahke specifying
the region of interest, which is head of the user 6ur
experiment, in the monitoring video sequence. Thisrcepts

-4
v(1)

amp(i) = o uli)+v{i)* ang () = tan (8)

For k x z dimension region of interest, there dex z
observations with 2D feature vector. In order toidvnore run-
time and complexity, which is caused by more obswas,
grid space parameter is changed from 1 to 2. Tbns, flow
vector is calculated for 4 pixel group. So both evkation
number and run-time of the algorithm decreasehatrate of
0.25without reducing the performance.

For head location feature, 3-D featunesy(A) are used(x,y)
is the beginning coordinates of the location and the area of
the head location which is found via color basetiga filter
tracking algorithm (fig 5).

Fig. 5. Head location features

4, Test Results

The aim of this work is integrating head looatfeatures and
motion features for monitoring whether the viewsrinvolved
in screen content or ndBefore calculating the motion vectors,
ROl is specified by color based patrticle filter &g algorithm
andhead location features are used to classify heeatitm as
in the ‘middle’ or ‘side. After that, motion estitian is applied
on SIFT image in order to calculate motion vectdts.is

false motion vector cause by camera motion and hegds med that, frames which are classified as &'‘site ‘not

movement. Also, calculating flow vector in the bagikund is
not giving any valuable information for the headatmn and
increases the run-time of algorithm.

Motion flow vectors are calculated in specifiegjion via
color based particle filter tracking algorithm. lkrder to
calculate motion vectors in video sequence, a tafgame
should be assigned as a reference frame whicleifirgt frame
of video sequence in this work. All flow vectorsdamotion
features are calculated between target frame aedother

frames individually. ldad motion feature vectors which are

amplitude and angle of flow vectorg(ij=[u(i),v(i)] ) extracted
as shown in eq 8.

nxm nxmx128

- SIFT Feature
Video »| SIFT SIFT Extracton
Frame Image: FLOW

Particle Filter

Tracking ROI

Random Forest
Classification

Fig. 4. Feature extraction.

involved’ frames. So motion estimation is only apglto frame
which is labelled as ‘middle’. Since, the main go#this work
is determining involved frames

‘ Input Video Sequence ‘

, Head Tracking
Head Location Clazsification ’—

in middle -probable involve
A A

Motion Estimation

| Head Rotation Classification ‘

in side-probable not

d:15°,i30‘i £45°, 260

invalved

Fig. 6. Head motion and head location integration algorifam
head rotation classification



The motion classification problem is a binary cification As a training set in head location classifizatireal videos
problem. Therefore, we evaluated 28 binary dataBets 8 which have 12460 frames were used (Fig 8). Intiaising set
classes of the pan movement (x direction). To dlgseach 6017 frames are labeled as ‘middle’ and other feaare labeled
video frame classifies with each binary datasettef as ‘side’.

classification part is finalized, video frames keeled in terms - - -

of angle class with using majority voting algorithm
According to angle class labels, it is decidamlivement level

Fig. 8. Representative video frames used for the locatiseda

training.

as “involve” or “not involve”. Clasg15 or +30 degree accepted
as “involve”, whereas clas#45 or #60 degree accepted as “not
involve” for our experiment. This algorithm is shioig 6.
Random Forest classification algorithm [10] iefprred as a
classifier algorithm since it has low computatiosamplexity
and high speed. Random forest is a combination eé tr
predictors such that each tree depends on thesvafieerandom
vector sampled independently and with the sameildligion of
all trees in the forest. In this case 10 was ch@sea number of
tree. Classification part of this study was mad&/lBKA [11].

For the test set, real video is recorded withedisior480x640
(Fig 9). This video has 270 frames with differema angles
and locations. In order to measure the performanteat video,
video is labeled by manually as an ‘involved’ ootinvolved'.

-

Fig. 9. Test set video frames

4.1 Dataset and Test Cases

In motionestimation problem, two motion classes are propose
Class ‘involved’comprisetl5°,#30° head rotation angles in pan
direction and class ‘not involved’ comprisd5°,+#60° head

rotation angles in pan direction (Fig 7).

4.2 Numerical Results

The measure of the performance used in recall, (R)
-\, A precision(P) and F measure (F), which is the haimarean
between precision and recall. Precision is defiagthe fraction

of retrieved instances that are relevant whileltésaefined the
fraction of relevant instances that are retrievethese
parameter’s calculations are shown in below.

. i‘\“; k-

al

Fig. 7. Head rotations corresponding to. +60°, -45° (not
involved), and +30° (involved).

As a training set in motion classification pappinting’04

database [12] is shown in fig 7. In this databdsee are 15 P = TS - TC;

different people and for each of them there aréférent angles TN, TN

(0°,+15°,#30°,#45°,460°). In other words train dataset involves

120 frames and each frame has a number of feaagrasich as FxRy . .
L ) . Fi=2x i = {involved.not involve 9

their pixels. So, in training set there are abadlt331 features. : P +R; - ' lved] (%

142771 of these features were labelled as an ‘weebland
71560 of them were labelled as a ‘not involved'. In these equationg,C is the number of true classifying in
In head location classification, there are twasses which are classi, TN is the total number of observations in claasdCN
‘middle’ and ‘side’. In involvement level classiéition problem, IS the number of observation which is classifiedlass.
class of middle corresponds to ‘probably involvedd class of N this work, it is expected that the proposeethod, which is
side corresponds to ‘probably not involve’. Middied side 2Pout integrating motion classification ~and locatio
classes’ criteria are shown in Table 1. This Goteris classification, increases the classification pennce. In order
tituting iust for f hich is 480 646 dirsi to prove that claimglassification performance was measured
constituting Just for frames which 1S X IrBIem. with two different tests. In one of the test, whishcalled ‘test

. o 1’, only SIFT flow is performed for all video frameln the
Table 1. Head location class descriptions for an (480x640) ather test, which is called ‘test 2', motion cldissition and

image(k.y) refers to an image pixel). location classification is integrated.
- - In test 1, the color based particle filter kiag is used only to
Middle Side specify the location of head as a ROI. This meaas 4l the
(probably involved) | (probably not involved)) frames classified according to motion featuresimgolved’ or
‘not involved'.
In test 2, the color based particle filter tiackis used both to
149<x <351 X <150 or x> 350 specify the ROI and to classifiying head location‘mgidle-
50<y < 231 y<51ory> 230 probably involved’ or ‘side-probably not involved'.




For test 1, SIFT flow and tracking algorithme grerformed
[13] and then motion features are calculcated 2 %D frames’
ROI. Each frame’'s features are classified
Classification results are shown in table 1 as falteBor test 2,
color based particle filter algorithm is performeshd head
location features are calculcated for all 270 fram¥ideo
frames, which are classified ‘middle’ in locatiolagsification,
are labeled ‘probably involve’ and frames, whicle aftassified
‘side’, are labeled ‘probably not involve’. Fourmtest video
sequence, 199 frames were labeled as
involved'. In our approach, it can be said thatfes, which
were labeled as ‘side’, can be labeled as ‘nodlired’ without
motion classification.

Thus, SIFT flow algorithm is run only for 19afes, which
are labeled as ‘middle’ via head location clasaifon. After
motion features are obtained, motion classificattoperformed
with random forest classifier for 199 frames. Clfisaiion
results are shown in table 1 as a test 2.

As mentioned earlier one of the main advantagkeshe
integration is that run-time of the algorithm catesiably
decreases. Since some of the frames are labelédnvalved’
via location estimation and motion features arealtulated for
these frames. It is clear that performing motiotinggtion just
for ‘middle’ frames, helps to decrease test
approximately %30.

In both test 1 and test 2, first frame of videaefined as a
target frame.

Recall, precision and F measure parameters aiktosreport
the classification performances.

Table 2. Test results for only motion features and intégraof
motion and head location features according toliregbclass

performance
Test 1 Test 2
Recall 0,68 0,82
Precision 0,64 0,64
F measure 0,66 0,72

F measure result for test 1 is %66 which is simtitaresults in
literature works. For test 2, performance is inseghto %72,
while run-time is decreased as we expected.

When the proposed approach is compared with adeth

presented in [4], test 2 result is better than Rdgo, in [4],
Viola-Jones face detector was used for head latatds we
have mentioned before, Viola-Jones algorithm cée'tfound
ROI in all frames unlike particle filter tracking.

5. Conclusions

In this paper, we have presented a method thatitaors
involvement level of the viewer with a single cameBy using
SIFT image instead of RGB image in motion estinmgtioe
provide robustness against to noise and illumintioanges.

The motion vectors are calculated using SIFW fldgorithm
in a specified head location which is tracked by ¢blor based
particle filter tracking. SIFT flow is the probaistic motion
estimation method which gives more reliable resuhan
gradient optical flow algorithm.

The viewer head motion and location featuresckssified by
random forest classifier. Experimental results destrate the
effectiveness of the proposedmethod to achieve \ievent
level monitoring by using a single RGB camera witlsnaall

seperatlgomputational

‘middle-ptpba

time by

cost. Furthermore, with the help of reliable 2D imot

estimation by SIFT flow we significantly reduce the
complexity that enable us near rdaatet

monitoring. Currently we are working on non-unifotracking

to minimize the computational load.

Although our goal is measuring involvement lewdl the
viewer to the screened content, similar systemsbeansed for
many other applications including driver safety iibaning,
interactive computer games, etc.
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