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Abstract 

 
This paper presents the development of missile motion 
tracking using computer simulation and analyzes the results. 
In order to investigate the missile motion, simulated data and 
missile model is implemented in numerical computing 
package MATLAB/Simulink. To analyze the motion, object 
detection, corrections of the calculations using Kalman filter 
and velocity estimation of detected object steps are 
implemented on simulated data. The generated results are 
compared and shown at the end of the paper. 

 
1. Introduction 

 
Image processing techniques are used by many applications 

for object detection, tracking and position estimation [1][2]. The 
object of interest can be static or dynamic depending on 
operation. Moving object detection is more challenging than the 
static object detection [3]. In this task, the object is dynamic and 
tracked as long as the object is visible on the camera. 

 Due to growing camera capabilities, image processing results 
have become useful in different purposes. Better camera 
resolution also provides more precise results. Cameras are now 
commonly assembled in air vehicles like airplanes and missiles 
after camera cases became more resistant to pressure and 
temperature [4]. Instead of employing disposable sensors on the 
jettisoned missile, the camera data can be used to build the 
necessary results, thus the cost is reduced.  

The missiles have to be tested many times after design process 
[5]. To validate that the movement of missile is as expected, the 
camera can be placed at the suitable position. The aircraft is the 
only choice for the position of camera. In the real life, the field of 
view and placement of cameras under the plane is a very 
important factor for the video quality [6]. The decision of the 
camera placement and field of view is quite difficult because of 
the changing environmental conditions like the direction of the 
sun light [7].  

In this research, simulated video data is utilized to help camera 
placement while avoiding such real environment disadvantages.  
Then an object detection algorithm has been implemented based 
on video data. After extracting the missile as the object of interest, 
the trajectory of the missile is generated. To provide more 
accurate results a Kalman filter is implemented [8]. Velocity 
estimations are generated for the evaluating the results. The real 
life motivation behind the study is to be able to track a missile 
dropped from a fighter jet, similar to the scenario shown in Fig. 
1. 

 

2. Implementation of Missile Model and Development 
of Simulated Motion Data 

 
The simulated environment, missile model and plane model 

have been built in MATLAB/Simulink/V-Realm Building Tool 
as shown in Fig. 2. The camera has been placed at different 
positions under the plane. Then camera direction has been 
changed to find the best field of view and position of camera. The 
captured image from cameras placed at different locations are 
given in Fig. 3, Fig. 4, Fig. 5 and Fig. 6. 

 

 
Fig. 1. A Fighter Jet Dropping a Missile  

 
To decide on the camera position, two factors have been 
considered. These factors are: 

1. The length of  video time range in which the missile 
can be seen. 

2. The visibility quality of the missile in the video. 
Based on these criteria the last camera position is selected and the 
videos are generated from that camera position for the rest of this 
paper. The frames captured from this camera at different times 
are given in Fig. 7 and Fig. 8. After creating the environment and 
the models, the simulated video data has been created in the 
MATLAB/Simulink environment.  The plane and environment 
models are created as described in [9]. 

To simulate the motion, the plane’s 𝑥𝑥 , 𝑦𝑦 , 𝑧𝑧  position 
parameters are imported from a F-16 jet fighter translational data. 
The raw data has latitude, longitude and barometric altitude 
values. Thus first the latitude and longitude values are converted 
from degrees to Universal Transverse Mercator (UTM) format. 
Then the converted data initial positions are set to normalized to 
(0,0,1).  
 

 



 

 
Fig. 2. MATLAB/Simulink Environment for Simulated 

Video Data Generation 
 
 

 

 
Fig. 3. The Image Captured From Camera Position-1 

 
The missile motion is implemented in two parts. At the first 

part of the motion, the missile moves within the plane. So, the 
translation of the missile is the same as the plane translation. At 
the second part, the missile has been jettisoned and the altitude 
parameter decreases.  

In the Simulink environment, a model which receives all 
parameters from a file and gives a video as an output has been 
implemented. The video length is 13 seconds. The frame size is 
1480 x 1971. 

 
 

 
 

 
Fig. 4. The Image Captured From Camera Position-2 

 

 
Fig. 5. The Image Captured From Camera Position-3 

 

 
Fig. 6. The Image Captured From Camera Position-4 

 
 



 
Fig. 7. The Image Captured From Camera Positioned at 

Selected Coordinates  
 

 
Fig. 8. The Image Captured From Camera Positioned at 

Selected Coordinates  
 
 

3. Object Detection 
 

Object detection algorithms have mainly two purposes: 
Background extraction and object detection. The number of 
training frames are selected according to the target motion in the 
video. After extracting the foreground of video, a blob which 
determines the connected pixels is detected. 

In this study, the missile is selected as the object and an object 
detection method is implemented for it. The foreground is 
modeled as a Gaussian mixture.  The starting 150 frames are used 
as the training frames. After extracting the foreground, the missile 
velocity is assumed constant and the centroid of the missile is 
estimated at each frame.  The minimum number of pixels is 100. 
So, the blobs which have less than 100 connected pixels are not 
evaluated. 

 
4. Kalman Filter Implementation to Simulated Video 

 
Kalman filter is commonly used in many applications 

including control, navigation and computer vision. Kalman 
filtering method is a recursive estimation method. It is used to 

decrease the prediction error is the presence of model 
uncertainties and noises.  

 
Let us start from the following state space model of the system 
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where (0)x  is the initial state of the system with the following 
first and second order statistics: 
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Here { }( )w k  is the process white Gaussian noise with zero mean 

and covariance ( ) 0Q k ≥  and { }( )v k  is the measurement white 

Gaussian noise with zero mean and covariance ( ) 0R k  . It is 
assumed that { }( ), ( ), (0)w k v k x are uncorrelated for any k. 
 
The state estimation process is a cycle carried out in two steps: 
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2)  Measurement update (correction): 
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The initialization is performed as follows: 

ˆ(0 | 0) (0) ; (0 | 0) (0)x xx m P P= =  
 
The following special case is also useful 
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where{ }( )w n  is white noise with zero mean and 
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{ }( )v n  is white noise with zero mean and  
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The noises and the initial state are uncorrelated so 
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It can be shown that the optimal solution is then: 
 
1) Initialization: 

ˆ(0 | 0) (0) ; (0 | 0) (0)x xx m P P= =
 

 
2) Time update (prediction): 
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3) Measurement update: 
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In this study, the Kalman filtering process summarized above 

is implemented for predicting the position of the missile based on 
simulated video data. Fig. 9 and Fig. 10 shows the estimated 
object detection algorithm and Kalman filtering results. 
According to that result, Kalman filter decreases the error. The 
missile moves with constant velocity and the sudden movements 
are not expected. The object detection results have large 
deviations at some time. Kalman filter corrects these deviation. 

 

 
Fig. 9. The Motion Graph of Missile  

 

 
Fig. 10. The Zoomed Motion Graph of Missile 

 
 

5. Calculate the Missile Velocity 
 

The velocity estimation is used for validating the advantages 
of the Kalman filter usage in this task. After detection of missile 
and determination of the missile center position in the frame, 
Euclidean distance formula has been used to estimate the object 
position difference from two frames 

 

Δ𝐷𝐷 =  �(𝑋𝑋2 − 𝑋𝑋1)2  +  (𝑌𝑌2 − 𝑌𝑌1)2 
 

where 𝑋𝑋1 is the previous horizontal position of the object center, 
𝑋𝑋2 is the initial horizontal position of the object center, 𝑌𝑌1 is the 
previous vertical position of the object center, 𝑌𝑌2  is the initial 
vertical position of the object center. The velocity is then 
calculated as the ratio of distance to time. 

𝑉𝑉 ≈
Δ𝐷𝐷
Δt

 . 
Two velocity graphs of the missile are given in Fig. 11 and 

Fig. 12. The former shows the missile velocity based on raw data 
before implementing any algorithm. The data resolution is lower 
than that of the video resolution. Because of the resolution 
difference, the velocity is computed as zero at some time 
intervals. To prevent such spikes in velocity, the Kalman filter 
smooths the velocity results. The velocity graph after 
implementing the Kalman filter is shown in Fig. 12. Clearly 
erroneous zero velocity values have been eliminated. 

 
 

6. Conclusions and Future Works 
 

A tracking algorithm and Kalman filter are implemented based 
on simulated video data. The trajectory and velocity calculation 
results are the outputs of this study. According to the results, 
Kalman filter gives better and smoother estimates. Generally, 
high speed cameras are used for airborne applications. Because 
of the high frame rate of high speed cameras, sudden movements 
are not expected. However, a standard object detection approach 
can wrongfully detect such instantaneous object position changes. 
Kalman filtering provides a smooth trajectory and predicts the 
object position in such ambiguous situations. 

Future directions include integrating the method developed in 
this paper to other works carried out by our research group at 



TOBB ETU, such as corner detection, flight stabilizing, 
hardware-in-the-loop testing and emergency flight recovery [10]-
[15]. 

 

 
Fig. 11. The Velocity Graph Calculated from Raw Data 
 

 
Fig. 12. The Velocity Graph Calculated from Processed Data 

. 
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